Evaluation of health information systems—problems and challenges
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Summary Objectives: Information technology (IT) is emerging in health care. A rigorous evaluation of this technology is recommended and of high importance for decision makers and users. However, many authors report problems during the evaluation of information technology in health care. In this paper, we discuss some of these problems, and propose possible solutions for these problems. Methods: Based on own experience and backed up by a literature review, some important problems during IT evaluation in health care together with their reasons, consequences and possible solutions are presented and structured. Results and conclusions: We define three main problem areas—the complexity of the evaluation object, the complexity of an evaluation project, and the motivation for evaluation. Many evaluation problems can be subsumed under those three problem areas. A broadly accepted framework for evaluation of IT in healthcare seems desirable to address those problems. Such a framework should help to formulate relevant questions, to find adequate methods and tools, and to apply them in a sensible way.
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1. Introduction

Information technology (IT) is emerging in health care. For example, decision support systems are introduced, knowledge servers allow direct access to state-of-the-art clinical knowledge, and health care professional workstations offer a vast amount of functionality (such as order entry, workflow management, report writing) to support health care professionals in inpatient and outpatient units. It is evident that the use of modern information technology offers tremendous opportunities to reduce clinical errors (e.g. medication errors, diagnostic errors), to support health care professionals (e.g. availability of timely, up-to-date patient information), to increase the efficiency of care (e.g. less waiting times for patients), or even to improve the quality of patient care [1]. However, there are also hazards associated with information technology in health care: modern information systems are costly (according to [2], about 4.6% of the budget of health care enterprises...
is spend on information and communication technology), and their failures may cause negative effects on patients and staff.

Therefore, a rigorous evaluation of IT in health care is recommended [3] and of great importance for decision makers and users [4]. Evaluation can be defined as the decisive assessment of defined objects, based on a set of criteria, to solve a given problem [5]. Monitoring and evaluation of clinical software even may become a must in the future, when software programs become considered as medical devices [6], and when recommendations become regulations backed up by the United States Food and Drug Administration (FDA) or other national legal bodies.

When evaluating IT in health care, we must take into account that IT is only one part of the information system of an organization. Information systems can be defined as the overall information processing in an organization, including the involved human players and the information technology used [7]. Thus, during IT evaluation, not only the technology itself, but also the interaction between IT and human players in their information processing role must be taken into account. Evaluation thus has to consider the environment in which IT is used.

Evaluation should accompany the whole life cycle of information technology [8]. Technical verification and validation are most important during system development. Pilot studies and feasibility studies can be conducted after implementation and are followed by cost-benefit or cost-effectiveness studies. Finally, monitoring studies can be used during routine use to track the functioning of information technology in a given environment over a longer period of time.

Evaluation studies can be formative or summative. Formative evaluation strives to improve the information technology under evaluation by providing the developers (and implementers) with feedback. Summative evaluation tries to demonstrate the outcome of an information technology in clinical routine [9].

There are various phase models for evaluation studies in the literature. For example, Holle and Zahlmann [10] proposes four phases (technical pilot study, feasibility study, controlled effectiveness study, cost-effectiveness study), while VATAM [8] is oriented on a eight-phase life cycle of information technology (conception, design, development, integration, early use, exploitation, routine use, end of life cycle). Some more approaches are presented for example in Brender [11].

Many different questions can lead the evaluation of information technology. Typical evaluation questions are (some study example in brackets):

- Which information technology should be selected and installed (e.g. [12–14])?
- What is the usability of the information technology (e.g. [15–17])?
- What are the technical and system features (e.g. performance, software quality) of the information technology that affect its use (e.g. [18])?
- Do the users accept the information technology and use it as intended (e.g. [19–22])? If not, why not?
- How does the information technology affect structural or process quality (time saving, data quality, clinical workflow, patient administration) with regard to different users (physicians, nurses, administrative staff)? Does it work effectively? If not, why not (e.g. [23–27])?
- What are effects of an information technology on the quality of care (e.g. [28–31])?
- Are the patients satisfied with the information technology (e.g. [29,32,33])?
- What are the investment and operational costs of information technology (e.g. [34–36])? Is it cost-effective (e.g. [37–39])?

Despite a large amount of published evaluation studies (e.g. van der Loo [40] found over 1500 citations on evaluation of healthcare IT between 1967 and 1995), many authors report problems during evaluation, such as:

- Unclear, conflicting or changing evaluation goals during the study [41].
- Large efforts needed for the preparation and execution of the study [42].
- Complex and sometimes contradictory results [28].
- Dependence of the evaluation results on the motivation and expectations of the users [43].
- Uncertainty whether results can be generalized to other environments [32,44].

Where do these problems stem from? Are they merely the result of a non-systematic study design and inexperienced evaluation management? Or are there deeper reasons for those problems, perhaps based on the special structure and processes in health care?

Several authors state that IT evaluation in health care can learn from clinical trials (e.g. [45]) and from the systematic study designs which are standard for all major clinical trials in health care. Strong recommendations for the design, execution and publication of clinical studies exist (e.g. [46,47]).
However, some experts are of the opinion that there are inherent problems in information technology evaluation which do not allow the simple transfer of the objectivist study approach of clinical trials to IT evaluation studies [44, 48]. Traditional clinical trials strive to objectively measure effects of a diagnostic or therapeutic intervention on an individual patient, while IT evaluation studies attempt to measure the quality as well as the effects of a new information technology on structure, process and outcome of patient care. The question of whether problems in the evaluation of health care IT are due to methodological insufficiencies, or rather due to more complicated circumstances than in clinical trials still seems to be unanswered.

In this paper, we want to review some of the underlying reasons which make evaluation of health care IT so difficult. As many failed evaluation studies may not be published [49], it is difficult to do a real comprehensive review of such reasons. Thus, we will mainly rely on our own experiences with evaluation studies. We will support our experiences with literature.

We will structure the problems into three main problem areas: the complexity of the object of evaluation, the complexity of the evaluation project, and the motivation to perform evaluation. We will end the paper with some general recommendations for evaluation studies in health care, and discuss the need for a comprehensive evaluation framework.

2. Typical problems in evaluation of IT in health care

2.1. First problem area: complexity of the evaluation object

2.1.1. Problem
When understanding IT as part of the information system of an organization, it is clear that an evaluation will often not concentrate only on hardware and software, but on the information processing, i.e. on the interaction between information technology and users in a given environment. That means it is often more a situation or process which is evaluated than a single product. Thus, evaluation requires not only an understanding of computer technology, but also of the social and behavioral processes that affect and are affected by the technology. The success of IT heavily depends, e.g. on how it matches with clinical workflow, on how the technology is introduced in the organization, on the quality of information it offers, on training and support, on the depth of usage, and on the motivation of the users and on their use of the system [50, 51]. The evaluation object is therefore usually broader and more complex than, e.g. a drug or a new medical diagnostic procedure.

2.1.2. Consequences
The complexity of the evaluation objects has some important consequences.

- The Introduction of IT takes time. It is not enough to implement the technology and then to immediately measure the effects. Users and workflow need a lot of time to get used to new tools and to completely exploit the new possibilities [51, 52]. Hardware or software modifications done to improve, e.g. IT usability or functionality may also change the use and the effects of the technology. Thus, evaluation results can change during this first period of use. For example, an evaluation study of the quality of nursing documentation after IT introduction found significant changes of several quality indicators after 3 and 9 months of use [53]. For a summative evaluation, the evaluator thus may have to wait much longer than the typical wash-in period needed in clinical trials.

- Even after an introduction period, the evaluation object often steadily changes [46] (moving evaluation target). For example, the use of information technology may be affected by changes in work organization, or in staff [52]. Freezing the environment during the study period is often neither useful nor possible [41, 48]. Thus, after finishing a study, the environment may already have markedly changed compared to the beginning of the study, making the results obsolete. It is nearly impossible to reach a stable situation in a flexible health care environment which makes evaluation results dependent of the point in time where the evaluation took place. For example, during the 3-year evaluation of a nursing documentation system [54], changes in documentation workflow and in the use of the technology took place, making it difficult to directly compare, e.g. user acceptance scores from different measurement times. In clinical trials, the evaluation object is usually more stable.

- Each information system in our definition is quite unique. While the information technology may be similar in various departments, workflow, users and used functionality may be different. In addition, the organization of its introduction [55] as well as the overall user motivation [56] is an important factor. Thus, even when the same information technology is introduced, its effects may
be varying [4]. The influence of such factors on the results of an evaluation study is often hard to disentangle [57]. The influencing factors can usually only partly be controlled, posing the problem of external validity [48]: many evaluation studies may be valid only for the particular institutions with their specific information system. For example, the evaluation of documentation quality and user acceptance after introduction of a nursing documentation system found significant different results on the various study wards [58], e.g. due to differences in workflow, in computer knowledge of users, or in organization of user support. In many cases, those factors cannot as easily be controlled through adequate study design as in controlled clinical trials.

### 2.1.3. Possible solutions

The complexity of the evaluation object is an inherent attribute in health care IT evaluation and cannot be reduced. However, there are some ways to handle this problem in evaluation studies.

- To address the problem of external validity, the information technology and its environment which is going to be evaluated should be defined in detail before the beginning of the study. Not only the software and hardware which is used should be described, but also the number of users and their experience and motivation, the way information technology is introduced and used, the general technical infrastructure (e.g. networks) and any further aspects which may influence the usage of an information technology and its effects. Of special importance should also be the functionality and the way it is really used. Only this information may allow interpretation of the study results and comparison of different locations.

- To address the problem of the moving evaluation target, all changes in the information technology and its interaction with the users should be carefully documented during the study [52]. For example, changes in workflow, in staffing, or in hardware or software should be documented with reference to the ongoing evaluation. This permits the explanation of changes and differences in effects measured during the study period.

- Another approach to address the problem of the moving evaluation target may be to define smaller evaluation modules. This would allow the evaluation design or evaluation questions to be adapted to changes in the environment. For example, the evaluation of a nursing documentation system started with an assessment of the time needed for documentation during the introduction phase [23], continued with an evaluation module on changes in documentation quality over the first year [54], and then focused on the question of workflow support and user acceptance after longer use [58]. Each module answered a question related to a defined phase of the introduction of the information technology.

- An evaluation must be planned in a long-term perspective in order to allow the users and the environment to integrate the new information technology. Hence enough resources for long-term evaluation (e.g. over several months or even years) should be available. For example, the already described stepwise evaluation (and consecutive improvement) of a nursing documentation system spanned 3 years. This long term evaluation takes into account the learning curve in the introduction phase as well as subsequent changes of the moving evaluation target.

- With regard to the complexity of the evaluation object, special attention should also be paid to unexpected, adverse effects, e.g. with regard to the quality of patient care, such as an increase in patients’ stay, or high drop-out of participants. This may indicate that something is ‘going wrong’. They may then demand deeper analysis and further interventions (e.g. expand study questions, call off the project, or modify the information technology). For example, during the evaluation of user acceptance, unexpected disturbances in nursing workflow were found after the introduction of a nursing documentation system [58]. These problems were addressed in a subsequent study.

### 2.2. Second problem area: complexity of the evaluation project

#### 2.2.1. Problem

Evaluation of information technology is usually performed in the real and complex health care environment, with its different professional groups (such as physicians, nurses, patients, administration, IT staff hospital management, funding bodies), and its high dependency on external influences such as legislation, economic constraints, or patient clientele.

This poses problems to the evaluation projects. For example, the different stakeholders often have different conceptions and views of successful information technology [59]. The medical user may want an easy-to-use system releasing him or her
from documentation tasks, while the administrative user wants a system enforcing complete documentation. The different stakeholder requirements can serve as a frame of reference for evaluation during the early phases of the IT life cycle, but also guide evaluations during later phases. In each case, multiple stakeholder view may lead to a multitude of (possibly conflicting) evaluation questions \[41\]. Evaluation can, for example, be done from an economic, sociologic, psychological, organizational, technical, information logistical, or clinical point of view \[60\].

Depending on the point of view adopted, the evaluation will require different study designs and evaluation methods. The evaluation researcher must decide, e.g. on the evaluation approach (e.g. objectivistic versus subjectivistic \[9\]), on the adequate evaluation methods (e.g. quantitative versus qualitative), and on the study design (e.g. RCT versus observational study). Each has its own advantages and drawbacks \[46,61\], making their selection a rather challenging endeavor. This multitude of possible evaluation questions and available evaluation methods makes the planning of an evaluation study quite complex.

2.2.2. Consequences

The complexity of the evaluation project has several consequences.

- The overall success of information technology is elusive to define \[51\], and it is therefore often difficult to establish clear-cut evaluation criteria to be addressed in a study \[57\]. Each stakeholder group may have individual questions \[8\], and a universal evaluation in terms of absolute or relative benefits is usually not feasible (or, from a more subjectivistic point of view, even not possible). It is also unrealistic to expect that the information technology itself will have a direct and easy to measure effect on the outcome quality of patient care like a drug. Thus, indirect measures are often used such as user satisfaction or changes of clinical processes, which, however, do not give a really complete picture of the benefit of information technology. Many studies thus tend to integrate different views and questions, leading to very complex questions that are difficult to manage with limited resources in a given period of time.

- However, when the multitude of possible evaluation criteria are reduced to an appropriate number, the study runs the risk of being of limited value for certain stakeholders, or of presenting a distorted picture of reality. For example, a study found an increased time effort for nursing documentation, but did not analyze in parallel changes in quality and completeness of documentation, thus leading to a potentially unbalanced picture of the effects of a nursing documentation system \[23\].

- Often, changes in the evaluation questions may occur during the study, e.g. based on intermediate evaluation results, new insights, changes in stakeholders’ opinions, or changes of the information technology (scope creep \[62\]). For example, after the evaluation of a nursing documentation system found increased time efforts \[23\], the question arose whether the completeness of documentation had changed. Changes in study questions, however, may be difficult to balance with study resources.

- The selection of adequate evaluation design and evaluation methods is often regarded as a problem during evaluation studies. Evaluators may not be sufficiently aware of the broadness of available approaches, or be too deeply embed- ded in either the qualitative or the quantitative paradigm, neglecting the possible contributions of the complementary approach \[48\]. Thus, inadequate methods or study designs may be chosen which may not be able to answer the original study questions \[44\].

2.2.3. Possible solutions

The following suggestions may be useful in order to deal with the complexity of the evaluation project.

- It is recommended that the general intention of the evaluation and the starting point should be decided early on. Evaluation should be started early in the life cycle of information technology \[8\]. In formative studies striving to support the further development of IT in health care, evaluation is often carried out too late, making it difficult to modify the information technology. In principle, evaluation should start before the new information technology is implemented, in order to allow for early gathering of comparative data, and then continue during all phases of its life cycle.

- The areas of evaluation should be restricted to aspects which can be measured with the available resources. A complete evaluation of all aspects of a system (such as economics, effectiveness, and acceptance) is usually not feasible. Nevertheless, the evaluation should be able to answer the most important questions. For example, during the evaluation of a nursing documentation system, the evaluation mostly focussed mainly on the nurses’ point of view, however the
medical staff was also shortly questioned on the usefulness of the system [63]. A balance between the resources of a study and the inclusion of the most relevant aspects has to be found. Aspects which are not essential for the evaluation should also be formulated.

• Sufficient time should be invested into the definition of relevant study questions. All involved stakeholder groups should discuss and agree on the goals of evaluation [8]. The selected study questions should be relevant for decision-making with regard to introduction, operation or justification of information technology. Conflicting goals should be discussed and solved, as they are not only problematic for an evaluation, but for the overall management of new information technology.

• In quantitative studies, the evaluation criteria such as outcome variables (e.g. documentation quality), explanatory variables (e.g. users’ documentation skills) and possible cofounders (e.g. number of patients) have to be strictly defined before the start of the study. In qualitative studies, the constructs and variables which are going to be investigated should also be stated in detail. This allows researchers to better analyze the results and to compare different studies.

• When new evaluation questions emerge during the study, they should only be included in the study design when it is possible without creating problems. Otherwise, they should be tackled in consecutive studies. Strict quantitative evaluation methodologies based on accepting or rejecting of a small number of predefined hypotheses may not permit the introduction of new questions during the study. In any case, each shift in evaluation questions must thoroughly be documented. For example, during the evaluation of the nursing documentation system, the issue of its effect on nursing workflow which arose during the study of user acceptance was addressed in a subsequent study [58].

• For each study question, adequate methods must be chosen. A triangulation of methods may sometimes help to best answer the study questions [64]. For example, to address the effects of a nursing documentation system, both quantitative methods (time measurement, user acceptance scales, documentation quality measurement) as well as qualitative methods (focus group interviews) were used [58]. It may also be useful to take into account both subjective data, addressing the perceptions of different user groups, as well as objective data [4, 65].

2.3. Third problem area: motivation for evaluation

2.3.1. Problem

An evaluation study can normally only be conducted when there is sufficient funding, and a sufficient number of participants (e.g. staff members, wards). Both these variables depend on the motivation of stakeholders (e.g. hospital management) to perform an evaluation. Sometimes, this motivation is not very high, because, for example, of fear for negative outcome [58], or of fear for revealing deficiencies of already implemented technology. In addition, the introduction of IT in an organization is a deep intervention that may have large consequences. It is thus often very difficult to organize IT evaluation in the form of an experiment, and to easily remove the system again at the end of the study in case the evaluation was too negative.

Even with a motivated management, it may be difficult to find suitable participants. Participating in a study usually requires some effort from the involved staff, such as filling out questionnaires, or being involved in time measurements [66]. In addition, while the users have to make large efforts to learn and use a new, innovative system, the benefit of joining a pilot study is usually not obvious (the study is conducted in order to investigate possible effects), but participation may even include some risks for the involved staff. For example, disturbances in workflow occurred after the introduction of a nursing documentation system [58]. Such efforts and risks which may be part of the evaluation of new information technology are usually not paid for by the organizers of studies, as opposed to clinical trials.

In summary, due to the given reasons, the hospital management, as well as involved staff members are often reluctant to participate in IT evaluation studies.

2.3.2. Consequences

The described problem has consequences for the study.

• Without the support and motivation of the stakeholders to conduct an evaluation study, it will be difficult to get sufficient resources for an evaluation and sufficient participants willing to participate.

• Due to the given problems, the study organizer is often happy to recruit any participant who volunteers to participate. However, those participants may be more motivated to participate than the ‘normal’ user. This leads to the well-known volunteer effect, where results are better when
participants are motivated. This in turn reduces the external validity of the study [9].

- Evaluation results are not only important for the involved units, but also for the overall organization or for similar units in other organizations. To allow transfer of results, the pilot wards or pilot users must be sufficiently representative for other wards or users. But, as each information technology within its environment is quite unique (see problem area 1), it is difficult to find comparable or representative participants. In addition, a small number of participants (or the complexity of workflow) does not allow randomization which is normally used in clinical trials to obtain comparability of study groups.

2.3.3. Possible solutions
Some suggestions may show how the number of available participants can be increased.

- To increase the number of participants, two approaches should be combined. First, the responsible management should be informed and motivated to support the study. The result of an evaluation study may be important to decide on new information technology, and to support its continuous improvement. Second, the possible participants could be directly addressed. It should be made clear that the study provides the opportunity to influence not only the future development of IT in health care but also the own working environment. It is their chance to participate. For the staff, personal experience with new information technology may be a motivating factor, and the unit gains reputation by participation in innovative projects. For units where the technology is already operational, the participation in a study may allow to better influence its further development. User feedback of study results may act as an important driving force for users to participate in the study. However, both possible benefits as well as required efforts for the study and potential risks of innovative technology must be honestly explained.

- Offering financial compensation or additional staff for the study period may help to gain support from participants and from management. Clinical trials are often funded by the pharmaceutical and medical-technical industry with interest in proving the safety and usefulness of their new drugs and medical procedures. In the future, when legal regulations may demand such proof for health care IT (certification), the IT industry may be willing to finance larger studies [6,45].

- As in clinical trials, multi-centric studies should be considered [25,66]. This would largely increase the number of available participants. This means however, that study management requires much more effort. A multi-centric study design is difficult when the environment is completely different. In addition, the variation between study participants will be bigger in multi-centric trials than in single-centre ones. This may render interpretation and comparison of results even more difficult (cp. discussion in problem area 1).

2.4. Summary of general recommendations
The above discussed problems and approaches will now be summarized in a list of 12 general recommendations for IT evaluation in healthcare:

1. Evaluation takes time, thus take your time for thorough planning and execution.
2. Document all of your decisions and steps in a detailed study protocol. Adhere to this protocol; it is your main tool for a systematic evaluation.
3. Strive for management support, and try to organize long-term financial support.
4. Clarify the goals of the evaluation. Take into account the different stakeholder groups. Dissolve conflicting goals.
5. Reduce your evaluation questions to an appropriate number of the most important questions which you can handle within the available time and budget. If new questions emerge during the study, which cannot easily be integrated, postpone them for a new evaluation study.
6. Clarify and thoroughly describe the information technology which is the object of your evaluation, and the environment. Take note of any changes of the information technology and its environment during the study that may affect results.
7. Select an adequate study design. Think of a stepwise study design.
8. Select adequate methods to answer your study questions. Neither objectivist nor subjectivist approaches can answer all questions. Take into account the available methods. Consider being multi-methodic and multi-disciplinary, and consider triangulation of methods, data sources, investigators, and theories. Strive for methodical (e.g. biometrics) advice.
9. Motivate a sufficient number of users to participate. Consider multi-centric trials and financial or other compensation.
10. Use validated evaluation instruments wherever possible.
11. Be open to unwanted and unexpected effects.
12. Publish your results and what you learned to allow others to learn from your work.

3. Discussion

Medical informatics is an academic discipline, and thus evaluation is an important part of any system development and implementation activity [67, 68]. However, many problems with regard to health care IT evaluation have been reported. Wyatt and Spiegelhalter in 1992 [66] as well as Grémy and Degoulet in 1993 [69] already discussed the complexity of the field, the motivation issue, and methodological barriers to evaluation. First examples of meta-analysis of IT evaluation studies confirmed those barriers (e.g. [70–73]). The problems they addressed still seem to be valid today.

In this paper, we elaborated a number of important problems to some more detail, and structured them into three areas: the complexity of the evaluation object, the complexity of the evaluation project with its multitude of stakeholders, and the motivation for evaluation.

Others may find further evaluation problems, or may structure them differently. We did not address the validity of those areas, but found them helpful to structure the problems which we have experienced personally, or which are often mentioned in the literature. Addressing those main problem areas in future evaluation research may help to design and conduct better evaluation studies and produce more valid evaluation results.

It is interesting so see that some of the problems addressed in health care can also be found in other evaluation fields. For example, Palvia et al. [51] discuss the different perspectives of the stakeholders when dealing with expert systems in insurance companies. Chan [74] presents results from a literature review which show a "schism" between the use of quantitative and qualitative measures in IT-value research. Changing evaluation objectives in the context of e-commerce investments are reported by Doherty and Mcaulay [75]. Grundén [76] discusses the need for organizational and social evaluation of computer-supported cooperative work (CSCW) systems supporting complex informal communication between different user groups and proposes an evaluation model for this. These few examples show that it may be promising to look into other evaluation fields outside health information systems as to learn from each other.

A kind of framework to support evaluation studies of information systems may be useful to address the problem areas discussed in this paper. In fact, many authors have formulated the necessity for such a framework (e.g. [4, 77, 78]). Based on our analysis in this paper, such a framework could be helpful when it supports the evaluator in answering, e.g. the following questions:

1. Which stakeholders should I take into account when planning an evaluation study?
2. How can I motivate stakeholders and get funding for an evaluation study?
3. How can I come to a consensus on the aims of an evaluation study?
4. How detailed should the description of the evaluation object (the information system) be?
5. What are the steps for planning, executing and analyzing an evaluation study?
6. Which evaluation questions are possible, and which may be best suited to reach my evaluation aims?
7. How can I derive clear evaluation criteria from the evaluation questions?
8. Which methods (and tools) for data acquisition, data analysis, and data presentation are available, and which would be optimal to answer my evaluation questions?
9. What should a study protocol and study report contain?
10. How can I address the moving target problems during the evaluation study, as well as other frequent problems encountered during the evaluation of health information systems?

Some authors have already addressed a certain number of these questions. For example, the VATAM guidelines [8] focus on the aims of an evaluation based on the views of the stakeholders, on possible evaluation areas (such as IT development, IT quality, user requirements, HTA, or marketing), and on the description of the information system (application type and life cycle). These guidelines offer a classification to describe methods and tools for evaluation. Some authors concentrate more on the content of an evaluation protocol (e.g. [79] or [80]). Many papers deal with possible areas of evaluation: Shaw [77] structured them into clinical, human and organizational, educational, administrative, technical, and social aspects. Saprie [81] distinguishes data entry, data analysis, information use, IT resources, and IT management. Hebert [82] discussed criteria of structure, process or outcome quality of IT, Grant et al. [78] focused on a strategic, tactical or operational evaluation level, Palvia et al. [51] discussed task, technology, people, or organization criteria, Kaplan et al. [83] presented the structure of communication, care, control, or context, and Jorgensen [60] distinguishes need for the resource, development process, resource’s intrin-
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4. Conclusion

Evaluation studies in health care IT take a lot of time, resources, and know-how. Research in the area of health care IT evaluation is just beginning. It is still mostly unclear how ‘good’ information systems should look like. Clearly defined methodological guidelines which take the difficulties of information system evaluation in health care into account may help to conduct better evaluation studies. We have classified some of the problems encountered in healthcare IT evaluation under the three main problem areas complexity of the evaluation object, complexity of the evaluation project and limited motivation for evaluation. We suggested a list of essential recommendations to support the evaluation of information systems. A broadly accepted framework for IT evaluation in healthcare which goes more into details seems desirable, supporting the evaluator during planning and executing of an evaluation study. Such a framework should help to formulate adequate evaluation questions, to find adequate methods and tools, and to apply them in a sensible way. Many problems may be reduced or avoided following such a framework. Some research seems still necessary in this area.
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